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MEMORANDUM OF UNDERSTANDING 

BETWEEN 

OFFICE OF THE CHIEF TECHNOLOGY OFFICER (OCTO) 

AND  

DISTRICT OF COLUMBIA PUBLIC SCHOOL (DCPS) 

 

 

I. INTRODUCTION 

 

This Memorandum of Understanding (“MOU”) is entered into between the District of Columbia 

Public Schools (“DCPS” or “Buyer”), the buyer agency and the District of Columbia Office of 

the Chief Technology Officer, the seller agency (“OCTO” or “Seller”) collectively referred to 

herein as the “Parties.” 

 

 

II. LEGAL AUTHORITY FOR MOU 

 

D.C. Official Code § 1-301.01(k) (2010 Supp.).   

 

III. PROGRAM GOALS AND OBJECTIVES 

 

DCPS has requested OCTO ECIS Managed Service to provide a multi-tiered database, Application and 

web environment to support the student information system operation. The hosting solution is to be 

provided at once of OCTO’s datacenter location to support the newSIS architecture design and 

functionality.  

 

IV. SCOPE OF SERVICES 

 

Pursuant to the applicable authorities and in the furtherance of the shared goals of the   Parties to 

carry out the purposes of this MOU expeditiously and economically, the Parties hereby agree as 

follows. Please see the attached Service Level Agreement (SLA) for details. 

 

 

 

A. RESPONSIBILITIES OF DCPS 

 

DCPS or its representative on this MOU will be responsible for installing and 

configuring applications\systems on hosted servers’ and\or resources. 

            B. RESPONSIBILITIES OF OCTO  
 

ECIS will provide the resources and managed support for the server 

implementation of the DCPS application (See Attachment A).ECIS will provide 

the resources below, as was specified and agreed to by both ECIS and DCPS.  
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 Ten (10) VM with SQL 2012 

 Sixteen (16) Standard VM with 1 CPU, 2GB RAM, 50GB dick OS, OS 2K 

12R2 

 Additional storage and backup 

 Additional CPU  

 Additional RAM 

 
See Attachment A for more detail. 

 

 

V.  DURATION OF MOU 

 

The period of this MOU shall be from May 1, 2014 through Sept 30, 2014, unless terminated in 

writing by the Parties pursuant to Section XI of this MOU.   

 

 

VI. FUNDING PROVISIONS  

 

A. COST OF SERVICES 

 

Total cost for services under this MOU shall be $87,052.08 for Fiscal Year (FY) 

2014.  Funding for goods and/or services shall not exceed the actual cost of the 

goods and/or services as described in Attachment A pertaining to Fiscal year 2014. 

Any development services outside of the original scope of work must be 

requested in a separate MOU. 

 

B. PAYMENT    
 

1. Payment for all of the services shall be made through an Intra-District advance by 

DCPS to OCTO, based on the total cost of services of this MOU. 

 

2. OCTO shall provide reconciliations of total hours expended at the rates stated in 

this MOU upon request. 

 

 

3. Advances to OCTO for the services to be performed shall not exceed the total and 

actual amount of this MOU. 

 

4. OCTO shall receive the advance and bill DCPS through the Intra-District process 

only for those services actually provided pursuant to the terms of this MOU. 

OCTO shall notify DCPS within forty-five (45) days of the current fiscal year if it 

has reason to believe that all of the advance will not be billed during the current 

fiscal year. OCTO will return any excess advance funds to DCPS by September 

30 of the current fiscal year. 
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5. The Parties' Directors or their designees shall use their best efforts to resolve all 

adjustments and disputes arising from services performed under this MOU.  In the 

event that the Parties are unable to resolve a financial issue, the matter shall be 

referred to the D.C. Office of Financial Operations and Systems. 

 

 

C. ANTI-DEFICIENCY CONSIDERATIONS 

 

The Parties acknowledge and agree that their respective obligations to fulfill 

financial obligations of any kind pursuant to any and all provisions of this MOU, 

or any subsequent agreement entered into by the parties pursuant to this MOU, are 

and shall remain subject to the provisions of (i) the federal Anti-Deficiency Act, 

31 U.S.C. §§1341, 1342, 1349, 1351, (ii) the District of Columbia Anti-

Deficiency Act, D.C. Official Code §§ 47-355.01-355.08 (2001), (iii) D.C. 

Official Code § 47-105 (2001), and (iv) D.C. Official Code § 1-204.46 (2006 

Supp.), as the foregoing statutes may be amended from time to time, regardless of 

whether a particular obligation has been expressly so conditioned. 

  

VII. COMPLIANCE AND MONITORING 

 

As this MOU is funded by District of Columbia funds, the seller agency will be subject to 

scheduled and unscheduled monitoring reviews to ensure compliance with all applicable 

requirements. 

 

VIII. RECORDS AND REPORTS 

 

OCTO shall maintain records and receipts for the expenditure of all funds provided for a 

period of no less than three years from the date of expiration or termination of the MOU 

and, upon the District of Columbia’s request, make these documents available for 

inspection by duly authorized representatives of the buyer agency and other officials as 

may be specified by the District of Columbia at its sole discretion. 

 

IX. CONFIDENTIAL INFORMATION 

 

The Parties to this MOU will use, restrict, safeguard and dispose of all information 

related to services provided by this MOU, in accordance with all relevant federal and 

local statutes, regulations, policies.   Information received by either Party in the 

performance of responsibilities associated with the performance of this MOU shall 

remain the property of the buyer agency. 

 

X.  TERMINATION  
 

Either Party may terminate this MOU in whole or in part by giving sixty (60) calendar days 

advance written notice to the other Party.  In the event of termination of this MOU, payment to 
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the Seller Agency shall be held in abeyance until all required fiscal reconciliation, but not later 

than September 30 of the then current fiscal year. 

 

XI. NOTICE 

The following individuals are the contact points for each Party under this MOU: 

 

For DCPS: 

 

Andrew Patricio 

Deputy Chief for Data Systems 

District of Columbia Public Schools 

1200 First Street, NE 

Washington, DC 20002  

Office: 202-442-5562 

andrew.patricio@dc.gov 

 

For OCTO: 

Anthony Watkis  
Director, Enterprise Cloud and Infrastructure Services 

Office of the Chief Technology Officer  

200 I ST SE, Washington, DC 20003 

Office: 202-727-7498 

Anthony.Watkis@dc.gov 

 

 

XII. MODIFICATIONS 

 

The terms and conditions of this MOU may be modified only upon written agreement by the 

Parties.   

 

 

 

XIII. MISCELLANEOUS 

 

The Parties shall comply with all applicable laws, rules and regulations whether now in force or 

hereafter enacted or promulgated.  

 

 

 

mailto:andrew.patricio@dc.gov
mailto:Anthony.Watkis@dc.gov
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IN WITNESS WHEREOF, the Parties hereto have executed this MOU as follows: 

 

 

 

 

DISTRICT OF COLUMBIA PUBLIC SCHOOL (DCPS) 
 

 

 

 

_________________________________                          _______________ 

Kaya Henderson                                                                                 Date 

Chancellor 

 

 

 

 

 

OFFICE OF THE CHIEF TECHNOLOGY OFFICER (OCTO) 

 

 

 

 

 

_________________________________                          _______________ 

Rob Mancini                                                                                       Date 

CTO 
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Attachment A 

 
 

Item Name
IP 

Address
Total  Storage (GB)

Operating 

System
RAM(GB) CPU Env.

 VM Unit 

Cost  

Additional  

CPU

 Additional  CPU 

Cost 

($100/CPU) 

 Additional 

VCPU Cost for 

Database 

($1000/VCPU) 

Additional RAM 

(GB)

 Additional 

RAM cost 

($75/GB) 

Additional Storage (GB)

 Additional 

Storage Cost 

($4/GB) 

 Additional 

Backup cost 

($1.5/GB) 

 Total Yearly 

recurring  Cost  

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  62 4,650.00$     30 120.00$              45.00$                     $                  8,515.00 

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  62 4,650.00$     30 120.00$              45.00$                     $                  8,515.00 

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  62 4,650.00$     30 120.00$              45.00$                     $                  8,515.00 

4 min. 

(24-32 Core 

Total)

3,100.00$       3 3,000.00$               126 9,450.00$     330 1,320.00$           495.00$                   $                17,365.00 

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  62 4,650.00$     30 120.00$              45.00$                     $                  8,515.00 

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  62 4,650.00$     30 120.00$              45.00$                     $                  8,515.00 

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  62 4,650.00$     30 120.00$              45.00$                     $                  8,515.00 

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  62 4,650.00$     30 120.00$              45.00$                     $                  8,515.00 

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  62 4,650.00$     30 120.00$              45.00$                     $                  8,515.00 

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  62 4,650.00$     30 120.00$              45.00$                     $                  8,515.00 

4 min. 

(24-32 Core 

Total)

3,100.00$       3 3,000.00$               126 9,450.00$     1030 4,120.00$           1,545.00$                $                21,215.00 

2 min. 

(12-16 Core 

Total)

3,600.00$       1 100.00$                  30 2,250.00$     30 120.00$              45.00$                     $                  6,115.00 

4 min. 

(24-32 Core 

Total)

3,100.00$       3 3,000.00$               62 4,650.00$     330 1,320.00$           495.00$                   $                12,565.00 

2 min. 

(4-8 Core 

Total)

3,600.00$       1 100.00$                  6 450.00$       30 120.00$              45.00$                     $                  4,315.00 

2 min. 

(4-8 Core 

Total)

3,600.00$       1 100.00$                  6 450.00$       30 120.00$              45.00$                     $                  4,315.00 

2 min. 

(4-8 Core 

Total)

3,600.00$       1 100.00$                  6 450.00$       30 120.00$              45.00$                     $                  4,315.00 

2 min. 

(12-16 Core 

Total)

3,100.00$       1 1,000.00$               6 450.00$       330 1,320.00$           495.00$                   $                  6,365.00 

2 min. 

(12-16 Core 

Total)

3,100.00$       1 1,000.00$               6 450.00$       330 1,320.00$           495.00$                   $                  6,365.00 

2 min. 

(12-16 Core 

Total)

3,100.00$       1 1,000.00$               6 450.00$       330 1,320.00$           495.00$                   $                  6,365.00 

2 min. 

(4-8 Core 

Total)

3,600.00$       1 100.00$                  6 450.00$       30 120.00$              45.00$                     $                  4,315.00 

2 min. 

(12-16 Core 

Total)

3,100.00$       1 1,000.00$               6 450.00$       330 1,320.00$           495.00$                   $                  6,365.00 

3,600.00$       1 100.00$                  6 450.00$       30 120.00$              45.00$                     $                  4,315.00 

3,600.00$       1 100.00$                  2 150.00$       250 1,000.00$           375.00$                   $                  5,225.00 

5,100.00$       2 2,000.00$               14 1,050.00$     440 1,760.00$           660.00$                   $                10,570.00 

5,100.00$       0 -$                       6 450.00$       100 400.00$              150.00$                   $                  6,100.00 

5,100.00$       0 -$                       6 450.00$       100 400.00$              150.00$                   $                  6,100.00 

Total  $    208,925.00 

Prorated cost for May- Sept 2014  $       87,052.08 

10.1.156.234 150 SQL 2012 8 2 Dev.

Dev/SandBox

19

20

21

22

23

24

25

26 DCPSSQLSISD 

Production/Datafeed

dcpsdf01.dc.gov 300 Linux Red Hat v6 4 2 Dev

10

11

12

13

14

15

16

17

18

1

2

3

4

5

6

7

8

9

Development/Sandbox

dcps-sisdev-app01.dc.gov 80 Linux Red Hat v6 8 2 Dev

DCPSRPTPRD01 10.83.2.24 150 SQL 2012 8 Dev.2

Reporting

DCPSSQLRPT01 10.83.2.23 500(SAN) SQL 2012 16 Dev4

DCPSSQLDEV02 Tbd 80 (HD) + 300(SAN) SQL 2012 8 Dev.

Development 

dcps-sisdev-app1 Tbd 80 Linux Red Hat v6 8 Dev

DCPSSQLTST03 Tbd 80 (HD) + 300(SAN) SQL 2012 8 Test

DCPSSQLTST02 Tbd 80 (HD) + 300(SAN) SQL 2012 8 Test

DCPSSQLTST01 Tbd 80 (HD) + 300(SAN) SQL 2012 8 Test

dcps-sistst-app3 Tbd 80 Linux Red Hat v6 8 Test

dcps-sistst-app2 Tbd 80 Linux Red Hat v6 8 Test

Test

dcps-sistst-app1 Tbd 80 Linux Red Hat v6 8 Test

DCPSSQLTR01 Tbd 80 (HD) + 300(SAN) SQL 2012 64 Training

Training

dcps-sistr-app1 Tbd 80 Linux Red Hat v6 32 Training

DCPSSQLPRD01 Tbd 80 (HD) + 1000(SAN) SQL 2012 128 Prod.

dcps-sispr-rp2 Tbd 80 Linux Red Hat v6 64 Prod.

dcps-sispr-rp1 Tbd 80 Linux Red Hat v6 64 Prod.

dcps-sispr-app4 Tbd 80 Linux Red Hat v6 64 Prod.

dcps-sispr-app3 Tbd 80 Linux Red Hat v6 64 Prod.

dcps-sispr-app2 Tbd 80 Linux Red Hat v6 64 Prod.

Production

dcps-sispr-app1 Tbd 80 Linux Red Hat v6 64 Prod.

DCPSSQLDR01 Tbd 80 (HD) + 300 (SAN) SQL 2012 128 DR

Disaster Recovery  

dcps-sisdr-app1 Tbd 80 Linux Red Hat v6 64 DR

dcps-sisdr-app3 Tbd 80 Linux Red Hat v6 64 DR

dcps-sisdr-app2 Tbd 80 Linux Red Hat v6 64 DR
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Responsibility ECIS *NOC *CWITS DCF IT 

Servus 

Client 

Server Administration √     

 
Enterprise Patch  

 

    

 
 OS √     

 
 Application 

 

    √ 

Back and recovery  √     

 
Managed Storage √     

 
Monitoring 

 

√    

 
Issue reporting 

 

√   √ 

 
Security 

 

 √   

 
Power/Cooling/Datacenter access  

 

  √  

 
Database  

 

    

 
 Shared/Farm √     

 
 Standalone 

 

    √ 

Application 
 

    √ 
*NOC – Network Operation service  
*CWITS – Citywide IT security  
*DCF – Data Center facilities1 
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Version 
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Operations Manager 
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I. Scope 

The scope of this document is to outline a Service Level Agreement (“SLA” or “Agreement”) between OCTO ECIS 

(“ECIS”) and the Customer (“ECIS Customer”) as it pertains to the delivery of a service to the Customer by ECIS. It 

is to be used as a reference guide for all ECIS’ customers. The following are outlined in this document; 

 Hours of Operations 

 Procedures for customers to follow when requesting support services 

 The Maintenance windows 

 ECIS roles and responsibilities 

 Customer responsibilities 

 ECIS Product/Service Delivery 

 Procedures for a customer to request new products or services and 

 Changes and Amendments to the SLA. 

 

2 Agreement Overview 

This agreement represents a Service Level Agreement (“SLA”) between the Office of the Chief Technology Officer 

(OCTO), ECIS, and the customer for the provisioning of enterprise cloud IT services required to support and sustain 

the customers’ mission and goals. This agreement describes the IT services to be provided and commitments 

required to successfully meet customers’ technology related needs within mutually agreed upon time and resources 

and reflects the objective that ECIS will strive to partner with customers to achieve the highest level of affordable 

technology-enabled service delivery to the District of Columbia.  

ECIS fully understands the customers’ need to improve its capabilities and services through modernization and its 

need to establish a sound technical infrastructure for operational and business processes. ECIS has a proven record 

of accomplishment in meeting and exceeding these requirements for District agencies and will continue to meet and 

exceed those service levels.   

This document also applies to all IT resources provided to the customer by ECIS. All services provided to the 

customer are procured through the signing of a Memorandum of Understanding (MOU) for services. The MOU 

costs of services are charged at the time of service delivery, and recur once per fiscal year.  
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3 Agreement Period 

This agreement is effective as of the date signed by all parties. The initial SLA period is for a minimum of one year 

and will continue until either party terminates based upon the termination clause in this document.  

Server Operations will be held responsible for the service levels defined in this agreement from the signing of the 

MOU through the end of the period of performance.  This agreement remains in effect until terminated in writing by 

all parties, contract end date or whichever occurs first. These conditions exists to ensure that use of services under 

the AITS domain are supported in the most consistent, efficient and effective method as possible.  

 

4 Hours of Operations 

ECIS is fully staffed from 8am to 6 pm, Monday through Friday to assist with any reported incidents that may occur 

during normal business hours. Reported incidents will be classified according to criticality and impact. Remediation 

of all non-critical issues will occur during traditional business hours.  

After hours is considered weekends, holidays, and Monday through Friday after 6:00pm. After hours support calls 

are directed to Network Operations Center (NOC). The NOC is available 7 days a week, 365 days a year, including 

holidays.  

 

5 Requesting Support Service 

ECIS Customers must request support service by adhering to the following policies and procedures to allow 

responsible parties to take action in an effective and efficient manner. Deviating outside of the procedure(s) that 

follow may prolong response time outside of the defined timetable. 

ECIS customers can report any service problem to the OCTO Service Desk by calling (202) 671-1566 and/or email 

helpdesk.servus@dc.gov during normal business hours. OCTO Service Desk will automatically generate an Incident 

ticket for tracking. 

After hours support calls are directed to Network Operations Center (NOC) by calling (202) 724 – 2028 and/or 

email noc@dc.gov. NOC Service Desk will automatically generate an Incident ticket for tracking, resolution and 

escalation. 

 

mailto:noc@dc.gov
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5.1 Service Escalation and Response Matrix 

 

Impact 

Level 
Impact Criteria Response Time * Contact 

Level 1 Multiple Agencies/District-wide 

All reported incidents on Production 

servers and databases that are critical to the 

customers’ operations or services.  

 

A component, application or critical 

feature is down and, as a result, no work 

can be performed, affecting multiple 

agencies 

 

Impact: Extensive – Widespread 

Urgency: Critical 

Business Hours: within 

15 minutes   

 

After Hours: within 30 

minutes 

 

Contact OCTO Service Desk at 

202 671 1566 or NOC Service 

Desk at 202 724 2028 24 hours a 

day, 7 days a week for problem 

tracking and escalation. 

Level 2  Single Agency/Agency-wide 

All reported incidents on Production 

servers and databases that are critical to the 

customers’ operations or services. 

 

A component, application or critical 

feature is down and, as a result, no work 

can be performed, affecting a single 

agency. 

 

Impact: Significant - Large 

Urgency: High 

Business Hours: within 

30 minutes  

 

After Hours: within 1 - 2 

Hours 

 

Contact OCTO Service Desk at 

202 671-1566 or NOC Service 

Desk at 202 724 2028 24 hours a 

day, 7 days a week for problem 

tracking and escalation. 

Level 3 All reported incidents on Production 

servers and databases that are not critical 

to the customers’ operations or services.  

 

Impact: Moderate - Limited 

Urgency: Medium 

Business Hours: 1 – 2 

Hours   

 

After Hours: 2 - 4 Hours 

 

Contact OCTO Service Desk at 

202-671-1566 or NOC Service 

Desk at 202 724 2028 for problem 

tracking. 

Level 4 All reported incidents on Development and 

Test servers and databases. ** 

 

Impact: Minor – Localized 

Urgency: Low 

Business Hours: 1 – 3 

Days 

 

After Hours: No support 

without prior 

notification/approval by 

ECIS management. 

Contact OCTO Service Desk at 

202-671-1566 for problem tracking 

during business hours. 

* Response times are not indicative of the time it takes to troubleshoot and resolve the issue. 

** Response time varies according to system environment i.e. Development, Test, and Production. 
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5.2 Service Resolution Control Table 

 

Severity Response Window Target Resolution Status Call 

Level 1 15 minutes 2 hours Every 30 minutes 

Level 2 30 minutes 2 - 4 hours Every 30 minutes 

Level 3 1 – 2 hours 4 - 8 hours Every 30 minutes 

Level 4 1 -3 business days Per agreed project timeline and prior 

ECIS management approval.  

Upon closure 

New 

Product/Service 

Request 

2 hours Contact ecis.support@dc.gov for 

additional details. 

Varies 

Note: All timelines are during business hours.  

 

If ECIS fails to respond within SLA timelines, our unsatisfactory in troubleshooting or resolution within the 

timelines described, please contact the OCTO Service Desk to communicate your concerns and/or inquire about the 

reported incident’s status.   

In the event of unresponsive and/or unsatisfactory service from the OCTO Service Desk/NOC Service Desk or ECIS 

Team member, please use the following escalation process:   

1. First Level Escalation: Send email describing issue, including Remedy incident ticket number to 

ecis.support@dc.gov. 

2. Second Level Escalation: Contact the ECIS Operations Manager, Ortiz T Evans, at 202 727-4067 or email 

troy.evans@dc.gov. 

3. Third Level Escalation: Contact the ECIS Director, Anthony Watkis, at 202 727- 7498 or email 

anthony.watkis@dc.gov. 

 

 

file:///C:/Users/Alore/AppData/Roaming/Microsoft/Word/ecis.support@dc.gov
mailto:troy.evans@dc.gov
mailto:anthony.watkis@dc.gov
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6 Operational Maintenance Window 

Periodically, ECIS infrastructure will require patches, upgrades and changes that must be applied which requires the 

hosted resources to be offline/unavailable during the maintenance window.   

 

6.1 Scheduled Maintenance  

ECIS has two (2) scheduled maintenance windows – weekly and monthly. The weekly maintenance window is on 

Friday beginning 8:00 PM to 12:00 midnight and the monthly maintenance window is Monday – Friday, 8:00pm – 

4:00am, the third week of every month. 

All maintenance events must be approved by the OCTO Change Control Board (CCB) that meets weekly on 

Wednesdays. Agency POCs will be notified prior to any scheduled maintenance. ECIS will endeavor to provide 48 

hours notifications of any planned maintenance that could impact our customers.   

 

6.2 Emergency Maintenance 

Emergency maintenance is considered any remediation/break-fix efforts deemed critical to prevent widespread or 

extended downtime or loss of service to the customer.  When required, ECIS will provide the greatest amount of 

reasonable lead-time and arrange, with customer management or IT contact, a solution that minimizes the impact on 

customers. 

 

 

Maintenance Type Action Maintenance Window 

Weekly  Break/Fix; Configuration Changes Fridays, 8:00pm – 12 midnight 

Monthly Operating System Patches/Updates 

Monday – Friday, 8:00pm – 4:00am 

 (1 week every month) 

Emergency 

Unplanned Break/Fix; Outage 

Remediation Immediate 
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7 Roles and Responsibilities 

This section describes the roles and responsibilities of both ECIS and the Customer in reference to monitoring and 

problem reporting within the enterprise cloud infrastructure affecting the services rendered to the customer. It briefly 

describes the interaction of both parties to this agreement.   

 

7.1 ECIS Services 

This is a description of the various categories of services hosted and managed by ECIS.  

Engineering & Architecture 

 Enterprise Infrastructure Assessment, Design and Installation Services 

o Database Cluster Design, Build and Operational Services  

o Business/Technology Collaboration Tool 

o High Availability Services 

o Virtualization and Cloud Services 

 Active Directory Domain Services 

o  Specialized AD Administration: User, Group and Policy administration 

o Design, implement and manage Active Directory architectures 

o Design, implement and manage Active Directory Domain Services 

Migrations & Consolidations 

 Server Virtualization and Migration 

 Datacenter Migrations and Consolidations 

 Server Installations and Configurations 

Operations & Maintenance 

 System Administration 

o Server provisioning and decommission 
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o Server configuration changes/upgrades 

o Hardware and Operating System Patch Management 

o Specialized server role management: File, Print, Domain Controller services 

 Enterprise Monitoring and Reporting 

o Daily, Weekly, Monthly proactive monitoring and review of server hardware logs and alerts 

o Performance management: Memory and processor utilization  

o Availability management: Resource Uptime/Downtime 

 Disaster Recovery/Data Backup 

o Scheduling 

o Data Restoration 

o Tape Storage and Management 

o Archival 

 

7.2 Customer Responsibilities 

The Customer has a commitment to report service gaps utilizing a constructive approach to assist in solving 

technology issues. The Customer’s responsibilities and/or requirements in support of this Agreement include: 

The Customer will 

 Maintain an up to date inventory of all systems hosted in the OCTO datacenter or customer site. 

 Provide functional description of the physical/virtual infrastructure, software and application 

dependencies. 

 Provide configuration/support documentation for identified systems. 

 Provide contact information for the customer technical representative who will be responsible for all 

roles and access controls to the application. 
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 Maintain current warranty and vendor support for all hosted application, and all hardware purchased 

and maintained by the customer at their site. 

 Ensure all ECIS administrative accounts and privileges are not deleted or tampered with by the 

application owner. The ability of ECIS to access and manage the resources is dependent on not 

removing or deleting ECIS login credentials. The disabling or deletion of administrative privileges will 

void service and/or support troubleshooting and resolution timelines as agreed to in the service level 

agreement. This can lead to an extended period  of time for support call troubleshooting and resolution  

 

The Customer is 

 Solely responsible for performing all software/application upgrade. Application and database updates 

and modifications are the responsibility of the customer and their respective third-party application 

vendor. 

 Solely responsible for application patching/upgrade. 

 Responsible for configuration of data dumps for any customer maintained database systems. 

 Responsible for the submittal of a change ticket to the OCTO Change Control Board for approval 

before making configuration changes to any hosted system in the production environment. 

 Responsible for assigning the appropriate priority to incidents and/or service requests.  

 Responsible for the advanced scheduling of service related requests and other special services with 

ECIS.  

 Responsible for the creation and maintenance of all required project documentation.  

 Responsible for the payment for all service costs according to the agreed-upon Memorandum of 

Understanding (MOU). 

 Responsible for the adherence to any policies, processes, and procedures outlined in the agreement.  
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Type of Service 
Responsibility 

ECIS Customer 

Applications: Troubleshoot, Install, Upgrade/Patches, license etc.   ✔ 

Server patching (ECIS will include servers in automatic patch rotation 

after agency/vendor verifies that applied patches will not affect 

application functionality) ✔  

User data management: Deletion and cleanup of data files  ✔ 

Customer-Supported Database: Perform database dump for backup  ✔ 

Customer-Supported Database: Maintain license and vendor support  ✔ 

Customer-Supported Hardware: Maintain warranty and vendor support  ✔ 

Customer-Supported Active Directory: Non-DCGOV Forest  ✔ 

ECIS managed SQL and Oracle databases ✔   

Monitoring server: Availability, Capacity; Optimization ✔   

Application (custom) monitoring (agency will work with the NOC-

NMS team to configure application alerts/monitors)  ✔ 

ECIS managed physical and virtual servers  ✔   

Enterprise Backup and Restore ✔   
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8 Product/Service Delivery 

This section describes activities, products and services, and where applicable delivery timelines and performance 

used by ECIS to ensure accountability and uniformity of services. It also prescribes the standardized service level 

matrix that ECIS adheres to in order to achieve its overall goal of operational efficiency.  

 

8.1 Product Delivery Process Overview 

Customers requesting new products or services should start the process by contacting OCTO Service Desk at (202) 

671-1566 and/or email helpdesk.servus@dc.gov during normal business hours. A ticket is required for all new 

products/services for tracking and future reference purposes. The ticket will be forwarded to the appropriate group 

within ECIS for review and assessment.  

The Product/Service Delivery process goes through different phases, however the timeline specified in the table 

above begins after the management and change control approval phases have been completed.  

Deviating outside of the procedure(s) that follow may prolong response time outside of the defined timetable. 

 

8.2 Product Delivery Timeline 

 

Product Processes Delivery Timeline 

Virtual Servers 

 

1. Review and Assessment 

2. Management Approval 

3. Change Control * 

4. Deployment 

 2 - 3 Business Days 

Physical Servers 1. Review and Assessment 

2. Management Approval 

3. Procurement** 

4. Datacenter Facility*** 

5. Change Control * 

6. Deployment 

5 - 7 Business Days  
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Product Processes Delivery Timeline 

Oracle Database 1. Review and Assessment 

2. Management Approval 

3. Change Control * 

4. Deployment 

1 - 2 Business Days 

Microsoft SQL Database 1. Review and Assessment 

2. Management Approval 

3. Change Control * 

4. Deployment 

1 - 2 Business Days 

SharePoint Portal 1. Review and Assessment 

2. Management Approval 

3. Change Control * 

4. Deployment 

1 - 2 Business Days 

Load Balancing 1. Review and Assessment 

2. Management Approval 

3. Change Control * 

4. Deployment 

1 - 2 Business Days 

Replication Services 1. Review and Assessment 

2. Management Approval 

3. Change Control * 

4. Deployment 

1 - 2 Business Days 

Additional Server Component: 

Memory 

Processor 

Disk (Storage) 

1. Review and Assessment 

2. Management Approval 

3. Change Control * 

4. Deployment 

1 - 2 Business Days 

* The Process is dependent on OCTO’s Change Control process. 

** The Process is dependent on the District Government’s Procurement process. It could take 4 to 12 weeks. 

*** Process is dependent on the Datacenter Facility requirement, availability and approval. 
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9 Service Availability  

 “Service Availability” is the percentage of uptime in a year. The following table shows the downtime that will be 

allowed for a particular percentage of availability, presuming that the system is required to operate continuously. It 

shows the given availability percentage to the corresponding amount of time a system would be unavailable per 

year, month, or week. 

 “Service Availability” is all encompassing for the purpose of the “ECIS SLA”, there is a distinct delineation 

between infrastructure availability and application availability, and how “Uptime” and “Availability” is calculated. 

“Uptime” and “Availability” are not synonymous. A system can be up, but not available, as in the case of a network 

outage or application failure which is considered outside the control and management of ECIS.   

OCTO continuously strives to achieve 99.999% availability and uptime of its “Cloud Infrastructure”, and servers 

hosted on this computing platform (infrastructure availability). In order to achieve 99.99% (“four nines”) or 

99.999% (“five nines”) application availability, the agency will need to ensure that the applications are designed to 

take advantage of high availability features such as: 

 Multi-datacenter application presence (ACTIVE/ACTIVE architecture)  

 Active load balancing within and across multiple datacenters 

 High availability (HA) within and across multiple datacenters 

 Active load balancing within and across multiple datacenters 

 All-tier synchronous replication within and across datacenters (web, app, database) 

ECIS will calculate “Service Availability” as the average availability of both the infrastructure and application 

(scheduled and emergency maintenance will not be factored into the calculations).   

  

http://en.wikipedia.org/wiki/Uptime
http://en.wikipedia.org/wiki/Availability
http://en.wikipedia.org/wiki/Network_outage
http://en.wikipedia.org/wiki/Network_outage
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Availability % Downtime 

per year 

Downtime 

per month 

Downtime 

per week 
System Design 

90% ("one nine") 36.5 days 72 hours 16.8 hours  Single-homed application (Active/No DR) 

 High availability (HA) within a single datacenter 

99% ("two nines") 3.65 days 7.20 hours 1.68 hours  Multi-homed application (Active/Cold-DR) 

 High availability (HA) within a single datacenter 

 Load balancing within a single datacenter 

99.9% ("three nines") 8.76 hours 43.8 minutes 10.1 minutes  Multi-homed application (Active/Passive) 

 High availability (HA) within a single datacenter 

 Active load balancing within and across multiple 

datacenters 

 Passive-redundancy at all tiers within a 

datacenter (web, app, database) 

99.99% ("four nines") 52.56 minutes 4.32 minutes 1.01 minutes  Multi-homed application (Active/Hot-Standby) 

 High availability (HA) within and across 

multiple datacenters 

 Active load balancing within and across multiple 

datacenters 

 Active-redundancy at all tiers within and across 

multiple datacenters (web, app, database) 

99.999% ("five nines") 5.26 minutes 25.9 seconds 6.05 seconds  Multi-homed application (Active/Active) 

 High availability (HA) within and across 

multiple datacenters 

 Active load balancing within and across multiple 

datacenters 

 All-tier synchronous replication within and 

across datacenters 

 Active-redundancy at all tiers within and across 

multiple datacenters (web, app, database) 
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10 Service Level Agreement Review and Amendments 

This section defines the duration of the SLA, when and under what conditions to review the SLA, and when, what 

and to whom to report. The Agreement should be reviewed at a minimum once per fiscal year; however, in lieu of a 

review during any period specified, the current Agreement will remain in effect.  

All parties (ECIS and/or customers) may request for a review of this document on an annual basis to discuss 

possible change in scope, requirements, responsibilities and /or commitments.  

The Designated Review Owner (ECIS) is responsible for facilitating regular reviews of this document. Contents of 

this document may be amended as required, provided mutual agreement is obtained from the primary stakeholders 

and communicated to all affected parties. The Document Owner (ECIS) will incorporate all subsequent revisions 

and obtain mutual agreements and approvals as required. 

 

10.1 Changes 

Changes can be initiated by any of the parties in this agreement but must be agreed to by all parties in writing. New 

services or adjustments to current service offerings may be discussed and planned for incorporation into this 

document. However, the new services will not be in effect until the management, or representative for each party has 

signed the document. 

 

10.2 Amendments 

Formal incorporation of changes will be accommodated via written amendments signed by representatives of all 

parties to this agreement. Amendments will supersede only the original portion of the agreement being amended. 

OCTO ECIS will maintain all versions of this document and redistribute amendments within 30 calendar days after 

final agreement. The revised document will remain in effect for the duration of the fiscal year. It can be reviewed 

and amended, if applicable at the beginning of the next fiscal year. 
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11 Appendix 

A. OCTO 

Office of the Chief Technology Officer (Main) 

 

Office Hours 
Monday through Friday, 8:30 am - 5:30 pm 

 

How to Reach Us 
200 I Street, SE  

5th Floor 

Washington, DC 20003  

Phone: (202) 727-2277 

Fax: (202) 727-6857 

Website: http://octo.dc.gov 

 

  

http://octo.dc.gov/


              

Service Level Agreement 

 

 

Confidential | ECIS | Standard SLA | October 2012 | Page 19 of 20 

 

B. Other Supporting OCTO Programs 

 

Program Service Contact Details 

Citywide Messaging Provides collaborative email services 
(202) 727-6272 

Citywide.messaging@dc.gov 

IT ServUs 

Provides support for desktop products and services to District 

agencies utilizing industry best practices, certified technicians, 

industry-level software tools combined with Service Level 

Agreements to provide solutions for all end-user computer needs. 

(202) 671-1566 

Helpdesk.servus@dc.gov 

Citywide Security 

Provides an effective information security architecture that 

mitigates the technical vulnerabilities within the DC Wide Area 

Network (WAN) serving District agencies.  

Manages the Virtual Private Network (VPN) infrastructure for the 

District as well as creating and maintaining user accounts. Access 

to the District’s VPN is limited to specific business purposes in 

support of a District Agencies mission. 

(202) 727-2277 

seceng@dc.gov 

DCNET 

Provides secure managed voice, video and data services throughout 

the District. DC Net is a fiber-optic telecommunications platform 

providing the core foundation and primary backbone transport for 

all technology and telecommunications services  

(202) 715-3800 

Dcnett3@dc.gov 

http://dcnet.dc.gov 

DC Network Operations 

Center (NOC) 

Provides 24x7x365 monitoring for critical network components that 

support the citywide network infrastructure 

(202) 724-2028 

noc@dc.gov 

Application Solutions 

Provides innovative, efficient and cost-effective application 

development to the District government and the residents of our 

city. This group leverages standard application development 

practices to guarantee on-time and on-budget delivery of both 

custom-built and standard, commercial-off-the-shelf software 

packages. 

(202) 727-2277 

Octo.applications.solutions@dc.gov 

Applications Support 

Manages the technical infrastructure platform for District-wide 

Enterprise Resource Planning (ERP) systems as well as dc.gov and 

its associated portal tools. 

(202) 727-2277 

DC Geographic 

Information System (GIS) 

Provides hundreds of DC government users in public safety, 

economic development and other public-facing service agencies 

with data, systems, customer service (training and support), 

planning and coordination to improve the quality and lower the cost 

of services provided by the DC Government through the efficient 

application of geospatial technology; 

(202) 727-1140 

gisgroup@dc.gov 

http://dcgis.dc.gov 

 

  

http://dcnet.dc.gov/
http://dcgis.dc.gov/
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